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Motivation: why AI-writing detection is 
important for Parliaments
• Manipulation and Disinformation: AI-generated texts can be used to spread false 

information or manipulate public opinion about parliamentary processes or the actions 
of lawmakers. 

• Impersonation of Public Officials: AI can create realistic texts impersonating public 
officials, including lawmakers. This can be used maliciously to make false statements or 
commitments in the name of a public official, causing confusion or misrepresentation of 
their positions. For instance, an AI-generated email or social media post might falsely 
claim that a lawmaker supports a certain policy or has taken a certain action, which can 
have serious consequences on their reputation and the political process.

• Automated Lobbying Efforts: AI-generated texts can be employed in automated lobbying 
efforts, where numerous messages are sent to lawmakers to influence their opinions or 
votes on specific issues. Such messages might be indistinguishable from genuine 
constituent communications, making it difficult for lawmakers to discern real public 
opinion from manufactured campaigns. This could skew the perceived public sentiment 
on important issues, and potentially lead lawmakers to make decisions based on 
manipulated data.



GPT-3

The first (nearly…) AGI model

Natural Language Processing Model

Non-deterministic

NLP task-agnostic

Requires minimum fine-tuning



What makes GPT-3 so magical?

Minimum fine-tuning

It only requires few-shot demonstrations via textual

interaction with the model.

It is really big

With 175 billion parameters, it’s the largest language

model ever created

Extraordinary - Supermodel

You can ask GPT-3 to be a translator, a programmer, a
poet, or a famous author, and it can do it with its user

(you) providing fewer than 10 training examples.

Custom language tasks without training

Task-agnostic NLP model



GPT-3 
a few-shot 
learner

• Size matters: GPT-3 shows that language model 
performance scales as a power-law of model size, 
dataset size, and the amount of computation.

• Universal Learning Machine: GPT-3 demonstrates 
that a language model trained on enough data can 
solve NLP tasks that it has never encountered. 
That means that GPT-3 studies the model as a 
general solution for many downstream jobs 
without fine-tuning.

• Expensive: The cost of AI is increasing 
exponentially. Training GPT-3 would cost over 
$4.6M using a Tesla V100 cloud instance.

• Black box: Although there is a clear performance 
gain from increasing the model capacity, it is not 
clear what is really going on under the hood. 
Especially, it remains a question of whether the 
model has learned to do reasoning, or simply 
memorizes training examples in a more intelligent 
way.



GPT-3 training data

• It is a weighted mix of Common Crawl, WebText2 
(a larger version of the original), two book 
corpora, and English Wikipedia.

• Some components (e.g., Wikipedia), were 
completely sampled 3+ times during training, 
while others, like the Common Crawl, weren't 
even completely sampled. The authors claim that 
this is to help raise the overall quality of the 
corpus by prioritizing known-good datasets.

• Altogether, the filtered/cleaned dataset is 500 
billion tokens or 700GB.



How GPT-3 works?

• GPT- 3 language model generates text. We can pass some text 
as input and generate text as output.

• The output generated by a language model like ChatGPT is 
based on patterns and relationships learned from the vast 
amounts of text it was trained on. 

• The purpose of this type of models is to be able to predict a 
word or sequence of words given a text. The text is used as 
input, and the model generates a probability distribution over 
the dictionary of the words it knows and chooses based on it.

• It is important to note that the model doesn't have personal 
opinions, emotions, or consciousness, and its responses are 
limited to what it was trained on.



How GPT-3 works?

• It works by analyzing and understanding patterns in massive 
text data. This process is called pre-training 
(https://jalammar.github.io/how-gpt3-works-visualizations-
animations/).

• During this pre-training, GPT-3 is fed a large corpus of text 
and learns to predict the next word in a sentence based on 
the context of the previous words. This pre-training stage 
helps GPT-3 develop a general understanding of the 
language and its structure.

• Once the pre-training is complete, GPT-3 can then be fine-
tuned for specific tasks, such as answering questions, 
translating text, or generating creative writing. The fine-
tuning process involves training GPT-3 on smaller, task-
specific datasets to perform even better for those specific 
tasks. 

• ChatGPT is, in a sense, a fine-tuning application of the GPT-
3 model.

https://jalammar.github.io/how-gpt3-works-visualizations-animations/
https://jalammar.github.io/how-gpt3-works-visualizations-animations/
http://drive.google.com/file/d/1VYZLjG6kx_boCqIvZJYBhXS0GBod0BWX/view


How GPT-3 works?

• GPT3 actually generates output one token at a time (let’s 
assume a token is a word).

• The important calculations of the GPT3 occur inside its stack of 
96 transformer decoder layers. This is the “depth” of “deep 
learning”.

• Each of these layers has its own 1.8B parameter to make its 
calculations. That is where the “magic” happens.

• GPT3 is 2048 tokens-wide. That is its “context window.” That 
means it has 2048 tracks along which tokens are processed.

http://drive.google.com/file/d/1Df9pIK-oM-nZa3ne3jswBbko3EK5FbLS/view
http://drive.google.com/file/d/129fdQ5M_aV8cK6xmh6NRoUZd2HUB4sug/view


What is 
ChatGPT?
• A GPT-3 model that has been trained to interact conversationally 

and now belongs to the GPT 3.5 series.

• The dialogue format makes it possible for ChatGPT to answer 
follow up questions, admit its mistakes, challenge incorrect 
premises, and reject inappropriate requests.

• The model was trained using Reinforcement Learning from 
Human Feedback (RLHF).

• Human AI trainers provided conversations in which 
they played both sides—the user and an AI assistant. 
The trainers had access to model-written suggestions 
to help them compose their responses and transform 
the exchanges into a dialogue format.

• They created a reward model for reinforcement 
learning. To collect this data, conversations that AI 
trainers had with the chatbot were used. They 
randomly selected a model-written message, sampled 
several alternative completions, and had AI trainers 
rank them. Using these reward models, they fine-tune 
the model using Proximal Policy Optimization. This 
process was repeated many times.



ChatGPT adoption rates: 
Fastest ever recorded in the 
history of digital platforms



Summary of key 
capabilities, limitations, 
and concerns around 
ChatGPT and other LLMs



Can humans realize if a text has been written 
by AI?

Jakesch, M., Hancock, J. T., & Naaman, M. (2023). Human heuristics for AI-generated language are flawed. Proceedings of the National Academy of Sciences, 120(11), 

e2208839120. https://doi.org/doi:10.1073/pnas.2208839120 

4600 participants reading 7600 self presentations



Features that make humans believe a text is 
written by AI

Jakesch, M., Hancock, J. T., & Naaman, M. (2023). Human heuristics for AI-generated language are flawed. Proceedings of the National Academy of Sciences, 120(11), 

e2208839120. https://doi.org/doi:10.1073/pnas.2208839120 



AI models can be taught to sound more 
“human” than human.

Jakesch, M., Hancock, J. T., & Naaman, M. (2023). Human heuristics for AI-generated language are flawed. Proceedings of the National Academy of Sciences, 120(11), 

e2208839120. https://doi.org/doi:10.1073/pnas.2208839120 



Statistical Characteristics of Language: Zipfian 
fit



Statistical Characteristics of Language: Zipfian 
fit



Statistical Characteristics of Language: 
Average Word Length



Statistical Characteristics of Language: 
Average Sentence Length



Statistical Characteristics of Language: h index



Statistical Characteristics of Language: PoS
relative frequencies



Features discriminating AI-writing: Perplexity

Liao, W., Liu, Z., Dai, H., Xu, S., Wu, Z., Zhang, Y., Huang, X., Zhu, D., Cai, H., Liu, T., & Li, X. (2023). Differentiate ChatGPT-generated and Human-written 
Medical Texts. arXiv pre-print server. https://doi.org/None arxiv:2304.11567 

https://doi.org/None


Features discriminating AI-writing: Sentiment



Features discriminating AI-writing: Emotions



Features discriminating AI-writing: Personal 
Pronouns



Features discriminating AI-
writing: Quantitative Text 
Indices [1]

• BigWords: % of words 7 characters or longer [AI+]

• SDPerplexity: Standard deviation of the perplexity [AI-]

• Perplexity [AI-]

• conj: Conjunctions [AI+]

• allnone: All or none (all, no, never, always) [AI-]

• focuspast: Past focus (was, had, were, been) [AI-]

• adverb: Adverbs [AI-]

• function: Total function words [AI-]

• ppron: Personal pronouns [AI-]

• quantity: Quantities (all, one, more, some) [AI-]



Features discriminating AI-
writing: Quantitative Text 
Indices [2]

• DESPLd: SD of the mean length of paragraphs [AI-]

• CNCAdd: Additive connectives (“and,” “moreover”) [AI+] 

• CRFCWOad: Content word overlap [AI+]

• DESWLltd: SD of the mean number of characters in words [AI+]

• RDFKGL:  Flesch-Kincaid Grade Level [AI+]

• DESPL: Mean length of paragraphs (in sentences) [AI-]

• DESSLd: SD of the mean length of sentences [AI-]

• WRDPRP3s: Third-person singular pronoun [AI-]

• PCDCz: Deep cohesion. This dimension reflects the degree to which the 
text contains causal and intentional connectives when there are causal 
and logical relationships within the text [AI-]

• LDVOCD: Lexical Diversity. VOCD [AI-] 



Summary of the AI vs. Human discriminating 
features 
Features that display higher values in AI-written texts 

[AI+]
Features that display lower values in AI-written texts 

[AI-]

BigWords: % of words 7 characters or longer Perplexity (mean and SD)

Frequency of conjunctions Paragraph length (mean and SD)

Additive connectives SD of the average sentence length

Content words overlap Frequency of adverbs and personal pronouns

SD of the average word length Past focus

Flesch-Kincaid Grade Level Quantities and contrasts of quantities (all or none)

Deep cohesion

Lexical Diversity (VOCD)



Developing a ChatGPT detector

Features

1. Author Multilevel Ngram Profiles (AMNP)

2. Embeddings (Spacy)

3. Embeddings (GPT3)

4. Linguistic Word Count Inquiry (LIWC)

5. Quantitative Linguistics (QL) indices were calculated by 
the software QUITA.

Conclusions

• Standard stylometric feature groups such as the AMNP and 
the QL are not providing enough detection power. Although 
they work very well distinguishing human stylometric 
profiles, they can’t detect ChatGPT writing efficiently. 

• Word embeddings are powerful feature groups for detecting 
AI writing, but they exhibit significantly higher recall over 
detecting AI writing and provide many false positives. 

• The most accurate feature group was the LIWC vocabulary, 
which focuses on various aspects of the expressions of the 
emotional and psychological states of the authors. 
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Approaches in AI-writing detection



AI-writing 
detection

• Open AI text classifier: 
https://platform.openai.com/ai-text-
classifier

• GPTZero: https://gptzero.me/

• Turnitin: 
https://www.turnitin.com/blog/sneak-
preview-of-turnitins-ai-writing-and-
chatgpt-detection-capability

• Originality.ai: https://app.originality.ai/

• CheckforAi: https://checkforai.com/

• ChatGPT Detector: 
https://huggingface.co/spaces/Hello-
SimpleAI/chatgpt-detector-ling

• AI Detector: https://contentatscale.ai/ai-
content-detector/

• AI Content Detector (Writer.Com): 
https://writer.com/ai-content-
detector/

• GPT-2 Output Detector: 
https://openai-openai-
detector.hf.space/

• Giant Language model Test Room: 
http://gltr.io/dist/index.html

• AI Content Detector (Copyleaks): 
https://copyleaks.com/features/ai-
content-detector

• AI Content Detector (Corrector): 
https://corrector.app/ai-content-
detector/

• Kazan SEO Content Checker: 
https://kazanseo.com/

• On-Page: https://on-page.ai/

https://platform.openai.com/ai-text-classifier
https://platform.openai.com/ai-text-classifier
https://gptzero.me/
https://www.turnitin.com/blog/sneak-preview-of-turnitins-ai-writing-and-chatgpt-detection-capability
https://www.turnitin.com/blog/sneak-preview-of-turnitins-ai-writing-and-chatgpt-detection-capability
https://www.turnitin.com/blog/sneak-preview-of-turnitins-ai-writing-and-chatgpt-detection-capability
https://app.originality.ai/
https://checkforai.com/
https://huggingface.co/spaces/Hello-SimpleAI/chatgpt-detector-ling
https://huggingface.co/spaces/Hello-SimpleAI/chatgpt-detector-ling
https://contentatscale.ai/ai-content-detector/
https://contentatscale.ai/ai-content-detector/
https://writer.com/ai-content-detector/
https://writer.com/ai-content-detector/
https://openai-openai-detector.hf.space/
https://openai-openai-detector.hf.space/
http://gltr.io/dist/index.html
https://copyleaks.com/features/ai-content-detector
https://copyleaks.com/features/ai-content-detector
https://corrector.app/ai-content-detector/
https://corrector.app/ai-content-detector/
https://kazanseo.com/
https://on-page.ai/


GPTZero – logo evolution



GPTZero



OpenAI’s
own 
detector!



Originality AI



DetectGPT – open source



DetectGPT – open source



False Positives



Turnitin claims a “less than 1/100 false 
positive rate,” but is that accurate?

• “Our AI writing preview has been trained on 
academic writing with high efficacy rates and 
can identify 97% of AI writing”

• But the company has shared no data at all, let alone 
external peer reviewed studies

• They didn’t test their system on the most sophisticated, 
recent AI software, ChatGPT running GPT-4.

https://www.turnitin.com/blog/understanding-false-positives-within-our-ai-writing-detection-capabilities
https://www.turnitin.com/blog/understanding-false-positives-within-our-ai-writing-detection-capabilities


The 
Washington 
Post found an 
example of a 
false positive

https://www.washingtonpost.com/technology/2023/04/01/chatgpt-cheating-detection-turnitin/


GPTZero 
labeled the 
Bill of Rights 
“likely AI”

On April 17, 2023, I 
retested a popular Reddit 
experiment using 
GPTZero.me.

https://www.reddit.com/r/ChatGPT/comments/11ha4qo/gptzero_an_ai_detector_thinks_the_us_constitution/
https://www.reddit.com/r/ChatGPT/comments/11ha4qo/gptzero_an_ai_detector_thinks_the_us_constitution/


Free software 
explicitly 

designed to 
get around AI 

detectors

https://undetectable.ai/


Some thought on using AI-
writing detectors in education

• AI-writing detection is NOT possible, and it WILL NOT be possible.

• AI-writing detectors capture statistical characteristics of the linguistic 
output of the LLMs BUT since the generation of this output is 
stochastic, the statistical profiling is changing everytime. We chase a 
moving target.

• Typical anti-plagiarism software is based on evidence. Any software of 
this kind calculates the similarity index based on the percentage of 
copied text from known source (e.g. Wikipedia). This means that the 
plagiarism cases can be supported by the source documents and are 
indisputable. 

• AI-writing detectors give a probabilistic interpretation of the written 
output they examine. A 90% index means practically nothing as there 
is no source document to support and make a case for plagiarism. 

• An unsubstantiated false positive result will destroy the trust 
relationship in the education community and create distrust and 
disbelief among its members.



The road ahead…

• 2022 will be the last year in the human history that we were 
sure that texts were written exclusively by humans.

• Prepare for mass flow of AI-written texts in the web the next 
years in the Web.

• In Science and Education hybrid writing will be the norm. 
Policies of academic integrity already have been updated to 
all institutions to reflect that. Citation standards to LLMs are 
already in place for APA and MLA.

• Retrospective detection could be applied to a degree if 
companies keep a database of outputs to certify whether a 
particular text sequence has ever been auto-generated.



Thank you!

gmikros@gmail. com
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